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Abstract:
The plasma filamentation instability (FI), also known as the beam-Weibel instability, is respon-
sible for the generation of magnetic fields and the acceleration of particles within collisionless
astrophysical plasmas. In the present study, we employ Particle-In-Cell (PIC) simulation to model
the filamentation instability driven by sub-relativistic electron-positron counter-streaming pairs in
one spatial dimension moving with velocity v =±0.5cx̂. The temperature is taken to be hotter in
one direction. The simulation box is aligned in y-direction (perpendicular to the beam velocity
vector) with normalized length 120 c/ωpe. The magnetic field is found to grow unconstrainedly
and causes the particles to reorganize in space. Our findings have revealed that the magnetic
pressure gradient that forms during the quasilinear evolution of the filamentation instability results
in generating an electrostatic field component and both the electrostatic field and the magnetic
field act to redistribute the particles within the spatial domain. The electromagnetic fields lead to
the thermalization of the electrons. The filamentation instability exhibits effective mechanisms for
accelerating electrons to high energy levels.

Keywords: Counter-streaming electron-positron plasma flow; Pair-plasma; Weibel instability; Magnetic field amplification;
PIC simulation

1. Introduction

A significant portion of the universe, comprising inter-
stellar and intergalactic, is occupied by diffuse and high-
temperature plasmas. The plasma systems having positive
and negative ions with equal charges with equal masses
are referred to as pair-plasmas. Among plasma research,
these plasma systems have attracted an increasing amount
of attention in recent years. The pervasiveness of magne-
tized electron-positron (e−− e+) plasmas is found in active
galactic nuclei (AGN) [1] and at the core of galaxies [2]. Ex-
periments have also produced nonrelativistic pair plasmas
[3], and in tokamaks with multiple MeV runaway electrons,
pair production may be possible through collisions with ther-
mal particles. Curiously, recently plasma with fully ionized
particles having almost the same absolute charge (+/−)

and mass is obtained in the laboratory by generating a large
group of fullerene ions. Hence, it is possible to study the
properties of pair plasmas without being concerned about
mutual annihilation [4]. Along this, the three-component
electron-positron-ion (EPI) plasma also became the very
interesting plasma due to its existence in various astrophys-
ical environments [5, 6]. The phenomenon by which the
cosmic particle is accelerated is still not resolved, which
draws the attention of researchers. Fermi postulated that
the interplay of magnetic fields and particles in the cosmos
is one of the factors for particle acceleration, known as
Fermi acceleration [7]. As we know that coulomb interplay
among charged particles in the plasma are rare, and the
behaviour of the plasma is primarily governed by collective
behaviour that engage particles and electromagnetic fields.
Therefore, these plasmas are referred to as collisionless plas-
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mas. In these plasmas, selective types of “shocks” still take
place. These shocks formation generally have very tangled
mechanisms that involve various kinetic processes, includ-
ing electrostatic instabilities, electromagnetic instabilities,
and reduction of background magnetic fields. Collision-
less shocks observed in extreme astronomical environments
cause Fermi acceleration, which results from Weibel in-
stabilities [8, 9] or current filamentation instability. The
only method to examine these acceleration processes in an
astrophysical setting is by telescopic observation of corre-
sponding radiation spectra. Now the latest field of research
in laboratory astrophysics has emerged with the evolution
of progressive diagnostic methods with high-power lasers
[10]. This gives a new way to mimic the real astrophysical
environments in the laboratory, where we can study these
systems and can compare the outputs to numerical simula-
tions [11, 12]. For instance, when relativistic intense laser
light interacts with solid targets, it results in the accelera-
tion of ions to high energy by different methods, one of the
methods being the shock formation [13]. It has also been
reported that turbulent magnetic fields are observed in the
interaction of hot dense laser targets [14].
The shocks produced within supernova remnants (SNRs)
are classified as collisionless shocks. In plasma surround-
ings the instabilities in relativistic streaming plasmas are
pervasive, they play a vital role in magnetic field modi-
fication [15] and radiation emission [16] in astrophysical
settings like collisionless shocks and relativistic jets. These
instabilities are prevalent in laboratory settings involving
intense laser and beam-plasma interactions, which are asso-
ciated with the exploration of laboratory astrophysics [17],
in the study of electron [18] and ion [19] transport in high-
energy-density and inertial fusion plasmas, and in the devel-
opment of innovative approaches for compact and luminous
gamma-ray sources [20]. Amid the various phenomena
occurring in relativistic streaming plasmas, the Weibel in-
stability (known as current filamentation instability) [21]
has gained adequate interest as a central mechanism for
swiftly enhancing magnetic fields [22]. In the majority of
astrophysical and laboratory settings in meager-beam (beam
density ≪ background density) systems, the magnetic field
generated is feeble [23] and constrained to the plasma skin
depth on the spatial context [24]. Particles having very high
speed this scale is significantly smaller compared to the
magnitude of particles gyroradius, so it is remains uncertain
how these fields could govern the dynamics of energetic
particles.
The nonlinear merging of filaments (small scale structures
of charged particle) can gradually enlarge the magnetic field
wavelength. However, the present ultrarelativistic particle-
in-cell (PIC) simulation implies that saturation is confined to
the small spatial domain and low magnetizations εB ≤ 10−3.
The instability’s underlying physical process may be ex-
plained as follows. When the displacement of electric cur-
rent takes place formed by the electron streams, compar-
ing one with the other, by some transverse perturbation,
the initial displacement current strength is supported by
the repulsion of counter-approaching currents. Various
numerical simulations have been used to investigate the

Weibel instability of electron-positron plasmas in detail.
Simulations show that a strong, sub-equipartition magnetic
field develops and explodes in counter-streaming electron-
positron plasmas as a result of the filamentation instabil-
ity [25–27]. Moreover, some researchers discovered that
even in electron-positron plasmas that are not magnetized,
a shock-like structure that is connected to a high magnetic
field forms in their simulations with longer computation du-
rations [28–30]. In this study, we probe the magnetic field
evolution because of counter-streaming beams of electron-
positron (e−/e+) pair plasma in the sub-relativistic regime.
Our simulations are performed in one dimension (1D) using
a complete relativistic PIC code.

2. Theoretical details: The particle-in-cell
simulation method

The PIC simulation is a way to model the self-consistently
coaction between the electric and magnetic fields with a
collision-less kinetic plasma particle [31]. The plasma is
considered to be a group of volume elements under consider-
ation as an incompressible phase space fluid. The collective
characteristics of the computational particles serve as an
approximation to the collective aspects of the corresponding
physical plasma species. The Vlasov equation is calculated
by the Lorentz equation of motion for each group of vol-
ume elements. Each volume element contains a number of
particles called super-particles or computational particles
(CPs) under the constraints of the same charge to mass ratio
as the real system. The CPs in the simulation zone advance
along trajectories guided by the electric (E) and magnetic
(B) fields. The charged particles (CPs) in the simulation do-
main move along trajectories influenced by the electric and
magnetic fields. The velocity of CP at the given position
xcp can be defined as vcp. The Maxwell’s equations for the
fields E (x, t) and B (x, t) are given as

∇∇∇×E =−∂B
∂ t

, ∇∇∇×B = µ0ε0
∂E
∂ t

+µ0J (1)

∇∇∇ ·B = 0, ∇∇∇ ·E =
ρ

ε0
(2)

and the Lorentz equation of motion

dpppcp

dt
= qcp(E[xcp]+vvvcp ×B[xcp]),

pppcp = mcpvvvcpΓvvvcp,
dxcp

dt
= vcp

(3)

are solved. The evolution of the electromagnetic fields
with time is determined by applying Faraday’s law and Am-
pere’s law (Equation (1)). Code compiled Equations (2)
∇∇∇ ·E = ρ/ε0 and ∇∇∇ ·B = 0 to round off accuracy. Our code
utilizes the virtual particle method and ensures the fulfil-
ment of Poisson’s equation as a constraint. Equations (3)
are employed to update the trajectories of the CPs.
Equations (1)− (3) can be rescaled to physical units by us-
ing the total plasma frequency ωpe =

√
e2n0/meε0 and skin

depth λe = c/ωpe. In terms of physical units, E and B can
be normalized as EEE p = ωpecmeEEE/e and BBBp = ωpemeBBB/e
respectively, and similarly, the current density JJJp = cneeJJJ.
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The simulation time t and position x are given in the units
of ωp and c/ωp, respectively, and the charge qcp is given in
terms of the elementary charge, e. The electric field, mag-
netic field and current density JJJ are specified on a grid. From
the grid to each CP, electromagnetic fields are interpolated.
The updated momentum of the CP can be obtained with
these interpolated electromagnetic fields and the Lorentz
equation of motion. The new particle position is determined
with the help of the old particle position, vvvcp and time step
∆t. The microcurrents are proportional to qcp and vvvcp which
are contributions from each discrete particle, i.e., the CPs
in our simulations or the particles in real physical plasma
systems. They are incorporated from every CP back onto
the grid, and the current density JJJ can be obtained by in-
tegrating over all CPs. Now the electromagnetic fields are
upgraded from Equation (2), and each step is repeated.

2.1 Simulation details and initial conditions
In this study, we consider two counter-propagating iden-
tical beams of electron-positron (e−/e+) by using PIC
code EPOCH code [32, 33], wherein Dawson [34] pro-
vided a general overview of PIC codes. This scenario is
pervasive in astrophysical scenarios. It is particularly rel-
evant in the early stages of collisionless shock formation.
Our simulations of collisions between electron-positron
fireball shells directly relate to internal shocks in gamma
ray bursts (GRBs). Periodic boundary conditions are con-
sidered for our simulation in all the directions. The one-
dimensional simulation box is along the y-direction. The
counter-streaming beams are modelled, which move along
the x-direction, having initial drift velocities, vvv0 = ±v0x
with v0 = 0.5c (with weakly relativistic case). The system
has initial Maxwellian particle distribution. Both beams
comprise an electron species and a positron species, and all
four species possess equal densities. We investigated homo-
geneous plasma n(x, y) = n0, where n0 is particle number
density. In the beginning, all beams exhibit uniform spa-
tial distributions. As mentioned, the simulation box that
includes periodic boundary conditions is oriented along the
y-direction. The length of the simulation is normalized by
ωpe/c, here c is the speed of light in vacuum, and ωpe is elec-
tron plasma frequency given by ωpe =

√
e2n0/meε0. Here

me is the rest mass and e is the charge of the electron. The
simulation box has number of cells Nx = 1 and Ny = 1200
in the x-direction and y-direction, respectively. The length
of the simulation box considered is ∆x = ∆y = 0.1c/ωpe
and the particle associated with each cell is N = 32768. The
simulation time step is ∆t = 0.05ω−1

pe . At the start of the
simulation, both the electric field (E) and magnetic field (B)
have zero values, i.e., initially, the system is neutral. The
overall duration of the simulation is tsim = 500.

3. Simulation results

3.1 The field evolution
The filamentation instability, triggered by a plasma flow in
the x-direction within a simulation box aligned along the
y-direction, initiates the growth of a magnetic field along
the z-direction. The chosen velocity vector and the orienta-
tion of the simulation box indicate that the particles in both

the beams and their micro-currents undergo redistribution
solely along the y-axis under the influence of the FI. The
neutral plasma, in terms of charge and current, undergoes a
transformation into a plasma where Jx(y) ̸= 0. As per Equa-
tion (1), an increase in Jx(y) only affects the Ex(y) and Bz(y)
components of the electric and magnetic fields. This occurs
because the gradients in the x and z-directions become zero
in the one-dimensional geometry. As stated by Ampere’s
law, dBz/dy = Jx +∂Ex/∂ t, the increasing net current Jx(y)
will give rise to the growth of Ex. The redistribution of
particles causes the formation of a space charge, which in
turn generates an electric field Ey(y).
Figure 1 depicts εB and εE in the temporal history of elec-
tric and magnetic field energy. The energy density of the
magnetic component Bz, denoted as εBz, becomes dominant
and reaches a few percent of the total energy, consistent
with previous simulations. The energy density εEx cannot
be ascribed to the quasilinear electron instability because
εEx should have twice the exponential growth rate of εBz
till t ∼ 8ω−1

pe . The electric field component εEY grows at
the same rate as εBz. The energy densities εBz and εEY grow
linearly with time in the range 1 < t < 10 and then saturates
for the rest of the time. As we can see from the figure,
magnetic field energy grows exponentially in linear regime
as seen by the linear theory, and then, after the initial sat-
uration the further disturbances are found because of the
irregularities in the structure of trapped particles [13]. by
observing the energy history of a one-dimensional problem
involving two beams, which was analyzed using a brief
computational grid. At the end, the steady-state distribution
occurs. The electric field energy is low compared to the
magnetic field [14]. The energy increases with coalescing
as time increases. The 10% of the energy is converted to
magnetic energy, but in the case of instability in electrostatic
two-beam systems, only 2 to 3% is converted into magnetic
field energy, and this energy decreases if there is further coa-
lescing. The difference is due to the fact that because energy
should be conserved between magnetic energy and kinetic
energy allied with particle trapping; here both degrees of
freedom acquire energy by a third, the x-component of the

Figure 1. Temporal evolution of the electromagnetic ener-
gies of Ex(i.e. εEx), Ey(i.e. εEy) and Bz(i.e. εBz) on logarith-
mic scale for counter-streaming plasma flows.
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velocity of particles.
The field components Bz, Ey start to saturate near t ∼ 8ω−1

pe ,
then Bz(y, t) almost remains practically stationary while
Ex(y, t) starts damped after t ∼ 50ω−1

pe . The Ey shows the
pattern as the Bz after the saturation, which is understood
from the magnetic pressure gradient as

−eEy =
1

neµ0
Bz

dBz

dy
(4)

3.2 The spatial profile of magnetic field
Figure 2 shows the time sequence of magnetic Bz(y) pro-
file obtained from one-dimensional simulation. With the
above temporal evolution of magnetic field energy, we can
observe the magnetic perturbations. These perturbations are
observed at six different simulation times. These plots of

Bz(y) are plotted in the terms of (4πn0mc2)1/2 with n0 and
m is the initial particle density and mass of the particle, re-
spectively. The simulation shown below starts with the num-
ber of wavelengths, and other runs have different sets. The
particle trapping structure starts developing from its initial
time and is fully developed at simulation time t = 30ω−1

pe .
The profile of Bz(y) apparent to fit to the particle-trapping
structures. The simulations at other times t = 100, 500ω−1

pe
depict the further coalescing of the trapping zones. Fig-
ure 2 (a) is corresponding to simulation time t ∼ 1ω−1

pe i.e.,
at the initial time, the order of the magnetic field is 14, and
at simulation time, t ∼ 8ω−1

pe the magnitude increases and
becomes of an order of 400 and goes on increasing for a
time and becomes 600, i.e., constant for the latter simula-
tion time. According to these observations, we can say that

Figure 2. Time evolution of the magnetic field profile for counter-streaming plasma flows. Figures (a), (b), (c), (d), (e), and
(f) show magnetic perturbations at simulation time 5, 8, 15, 30, 100, and 500, respectively. The y-axis has the unit of V/m.
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at first, the magnetic field magnitude is very small. The
magnitude of the magnetic field increases with time and
continues to increase as time passes.
The magnetic field is oscillatory and directly linked to the
phase space distribution because of the charge particle dis-
tribution. This distribution of charges generates the current
density and results in the magnetic field. The wavelength of
the magnetic field profile generated at different simulation
times is interconnected to the phase space distribution at
the corresponding time. A similar trend is observed in the
time evolution of the magnetic field, i.e., as time passes,
the amplitude of the magnetic field energy also increases
and becomes almost constant for the rest of time. Hence
these results are in agreement with the time evolution of the
magnetic field.

3.3 Phase-space distribution

In order to gain additional information, one can examine par-
ticle phase space distributions. We focused on the electron-
positron phase space distribution f (y, vx) because this is the
plane containing the plasma structures that develop due to
the instability. The particles of beam one move along the y-
direction. One of the noticeable characteristics of the phase
space plots for the simulation particles depicted below is
the occurrence of magnetic trapping. This phenomenon can
be explained as. The distribution at six different computa-
tional times is shown in Figure 3. Since both the beams
will have the same distribution, we have shown only one
beam. Initially, the beam is almost spatially homogeneous.
During the initial linear growth regime, 1 < twp < 8 of the
instability, the particles are distributed along the y-direction,
as shown in Figure 3 (a). The instability produces a distri-
bution that moves in a zig-zag pattern, and this movement
causes the electric field to grow through its currents. Still,
the phase space distortion is weak, and the evolution of Ey
is not crucial. The magnetic field is still expanding enor-
mously at this point. The forces resulting from Ey and vcpBz
are currently insufficient to alter the particle paths. The par-
ticles exhibit only thermal motion in the y-direction until
robust electromagnetic fields are created. When the electro-
magnetic fields reach a substantial level after tω p = 8, they
force the particles to move closer together in the y-direction,
creating a structure with layers in the distribution of the
phase space. As time passes, the complexity of the phase
space distribution becomes more pronounced. After the
saturation of instability in Figure 1, the particles start their
separation from phase-space spatial distribution. The phase
space looks like stationary in time at the end of simulation
time. The mechanism behind the density accumulation and
the formation of the zig-zag distribution can be explained
as follows. Particles that possess a positive x-component
of momentum and a positive z-component of the magnetic
field, i.e., px > 0, Ey, Bz < 0, experience a particular effect.
In this case, the electric field accelerates the electrons away
from the break in the direction of increasing y, while the
positrons are accelerated along the y-direction.
The field component Ex enhances the distribution of par-
ticles from its initial distribution in the x-direction. The
magnetic field profile and phase space distribution has di-

rect resemblance. The plots at time points 30, 100, and 500
depict the gradual merging of trapping regions, resulting
in six, four, and three regions, respectively. This pattern
closely resembles the coalescing observed in the electro-
static scenario with two equal beams, as documented in [35]
and previously observed in [36].

3.4 Dominant component of electric and magnetic fields

We have investigated and quantified the relationship be-
tween the electric and magnetic fields, as well as their im-
pact on the trajectories of particles. There exists a consistent
correlation between both the fields. Figure 4 shows that the
Bz and Ey field components have a direct connection with
the phase space distribution. Damped Ey is shifted by the
phase relative to Bz when the FI saturates. It is revealed
from Figure 5 when Ex ̸= 0 implies that dBz/dy ̸= 0 or
Bz ̸= 0, this leads to a finite magnitude of the magnetic
pressure in the gradient. The current density calculated
from the equation JJJ(xxx, t) = q

∫ +∞

−∞
vvv f (x, vvv, t)dvvv is depicted

in Figure 5 (b). Current experienced a force caused by the
magnetic pressure gradient is JJJ ×BBB = −∇∇∇B2/2. Only the
Bz is growing under the considered geometry and ∂y is only
viable spatial derivative, The force exerted on the particles
by the magnetic pressure gradient force (MPGF) can only
be transmitted through the presence of an electric field force
in the y-direction. So, the above equation is simplified to
JxBz = BzdBz/dy. The strength of Bz is strong for simula-
tion time t > 8 and dBz/dy ̸= 0. The right-hand side of the
MPGF in the above equation is not equal to zero, hence
this is the cause of the particle EEE ×BBB force pushes the parti-
cles along y-direction. The charge density fluctuations are
associated with Figure 5 (a) at the end of the simulation.
It appeared after the saturation of the instability, i.e., the
acceleration. The electrostatic instability results in the elec-
trostatic waves. Hence, this electrostatic instability results
in the growth of Ey between 7 < t < 500.
We can understand one potential cause of this electrostatic
instability. The electrons of beam one has a velocity with
−vbx, whereas the positrons with vbx. The currents gener-
ated by these streams have the same sign, and the MPGF
accelerates both the species along the y-direction. As much
as the density of positrons and electrons is constant through-
out, the growth of Ex does not occur, since Jx = 0 in
∂tEx + Jx = 0. Hence, MPGF is not the reason of Ex –
field. Nonetheless, the random fluctuations in the charge
density (Figure 5 (a)) because of the finite number of the
CPs insinuate that the MPGF pushes locally (on the length
scale of Debye length) with different numbers of electrons
and positrons, which imply Jx ̸= 0. An electric field evolves
aiming to restore the balance of charge neutrality. The
MPGF combines with these fluctuations when the force
gradient is high (similar to the length scale of fluctuations)
and when the oscillations of force resonate with the charac-
teristic frequency of the fluctuations. After the simulation
time t > 20 the Ex experiences a deceleration in growth rate
or becomes almost constant because there may be more
reduction in the intense and shorter oscillations of MPGF
BzdBz/dy. The initial zig-zag distribution is modified and
becomes stationary phase space distribution. On the linear
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and 10-logarithmic density scales, the width of the distribu-
tion in px has the same structure along the y-direction.
Recently we have published an article [12], in which we
used two-dimensional PIC simulation code and studied
the magnetic field amplification for an initially unmagne-
tized, spatially uniform, counterstreaming electron–positron
plasma flow and compared this with nonuniform flow case.
Here the magnetic field energy amplification shows that in
the beginning the magnetic field grows exponentially and
then decays with further saturation but for the inhomoge-
neous case we have a second peak in the magnetic field
energy after its first saturation. This type of behaviour is
directly connected to the density perturbation in upstream

plasma flow, and temperature anisotropy is the reason for
this amplification of the magnetic field in the inhomoge-
neous case. This type of particular density distribution
is common in Gamma-ray bursts. However, in the present
study, we considered homogeneous plasma distribution case
and realized that the magnetic field energy initially shows
the linear behaviour and then saturates for the rest of the
simulation time due to kinetic effects. The phase space
analysis indicates the filamentation instability by coalescing
of plasma particles, and spatial evolution of magnetic field
is connected to the phase space distribution. These types of
simulations can present the important information related to
the magnetic field structures, strength and scale size. These

Figure 3. Shows the phase space densities of the distribution function of f (y, vx) of beam one in the units of computational
particles: panel (a) depicts the initial time distribution, panel (b) at simulation time t = 8, panel (c) at simulation time
t = 15, (c) at simulation time t = 30, (c) at simulation time t = 100, and at the end (d) at simulation time t = 500.
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Figure 4. Shows the dominant component of the magnetic
field and electric field. The panel shows the Bz–component
of the magnetic field (green line) and the Ex-component of
electric field (blue line) at the simulation time t ≈ 500. The
y-axis has the unit of V/m.

structures are developed due to nonthermal particle distri-
butions dominant in astrophysical flows and may offer an
insight related to synchrotron radiation.

4. Discussion and conclusion
This paper examines the FI phenomenon caused by the
interaction of two opposing beams, each composed of
both electrons and positrons. Our analysis is restricted
to an electron-positron plasma with sub-relativistic and
unmagnetized plasma. Considering the beams to be
spatially uniform, we have performed one-dimensional
simulations with a simulation box along the y-direction
having a large number of particles along this side, which
restrain the growth of filaments after a certain size. The
two beams travelling in the opposite directions (x) with a
speed of 0.5c is enough to exclude notable sub-relativistic
effects. Our purpose is to understand the kinematics of a
filament pair generated because of the counter-streaming
beams of electron-positron as inspired by those used in
[37]. This instability reorganizes charge particles in space
and forms current filaments. The currents and densities
accumulate due to both the species. The MPGF accelerates
both the species along a direction because of the symmetry
between these species within a filament. The simulation
demonstrated that Ey would speed up the electrons as they
moved out from the centre of the filament. The inclusion of
positrons in this simulation work eliminates this repulsion.
Electron-positron species can achieve larger charge and
current densities compared to electron-only beams and have
wider filament spacing. The magnetic field can achieve
larger spatial variations. The growth of a magnetic field up
to an amplitude is posed by magnetic trapping.
As anticipated, solely the magnetic energy density’s
z-component has been amplified. Following an initial stage
of exponential growth in the Bz field, the wave has reached
its maximum. The evolution of Bz has resulted from the
transformation of the particle velocity distribution, which
was initially uniform in space, into a zig-zag distribution

in phase space. This distribution exhibits piecewise
linear variation in mean speed along the x-axis, which is
dependent on y. In the majority of the simulation box,
the initial value of Jy = 0 has been changed to Jy ̸= 0.
The one-dimensional simulation shows the evolution of
electrostatic Ey component. The 1D PIC simulation gives
insight into the correlation between the particle’s phase
space structures and the fields, and the nonlinear stage of
the instability leads to the development of charge density
oscillations, which can be resolved using it. The complexity
of this zig-zag distribution is explained in more detail. They
correspond to the positions at which the change with y of
the mean momentum along x reverses its sign.

Figure 5. Simulation at end time t ≈ 500; panel (a) shows
the charge density, and panel (b) shows the x-component
of charge density. Panel (c) the logarithmic particle phase
space density, expressed in units of charged particles (CPs),
is represented on a 10-logarithmic scale.
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The Weibel instability cannot always be justified by solely
focusing on magnetic forces and ignoring electric forces.
With the present ability to achieve high phase space
resolution in PIC simulations, it has been uncovered that
in the 1D simulation, the filament size grows not by the
merging of filaments, as prevented by the 1D geometry,
but through the widening of filaments caused by the
overlapping of phase space layers. The link between the
magnetic and electric fields generated by the instability
is similar to that observed in the filamentation instability,
which arises from the interaction of counter-propagating
electron-positron beams. The phase space distribution
in the 1D simulation initially displayed intricate features
that gradually transformed into a thermalized distribution
characterized by a predominant zig-zag pattern. These
simulations could offer valuable information regarding
the magnetic field structures’ field strength and scale
size, which are developed because of nonthermal particle
distributions leading to the emergence of astrophysical
flows, and to what degree these structures might contribute
to the observed synchrotron radiation.
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