
Volume 18, Issue 2, 182431 (1-11)

Majlesi Journal of Electrical Engineering (MJEE)

https://dx.doi.org/10.57647/j.mjee.2024.1802.31

An optimized closed-loop Z-source inverter for wind
energy generation system using opposition-based sine

cosine algorithm

Sweta Kumari∗ , Rajib Kumar Mandal

National Institute of Technology/Electrical Engineering, Patna, India.
∗Corresponding author: swetak.phd18.ee@nitp.ac.in

Original Research

Received:
13 February 2024
Revised:
23 March 2024
Accepted:
1 May 2024
Published online:
11 May 2024

© The Author(s) 2024

Abstract:
For transformer-less operation, a wind energy generating system (WEGS) with an 8.5 kW wind
turbine and a 6.6 kW Z-source inverter (ZSI) is modelled. A closed-loop control technique is
employed at the load side of the WEGS to obtain a constant voltage with a fluctuating load at
the output side of the system. The ZSI is used with a proportional-integral (PI) controller for
closed-loop control since it is the least complicated controller to operate and tune. As an effect of
ZSI’s nonlinear nature, PI controllers cannot be used directly with this system. The primary focus
of this study is the optimization of stabilized PI coefficients (Kp, Ki). PI tuning for closed-loop
ZSI is taken care of with the use of particle swarm optimization (PSO), the sine-cosine algorithm
(SCA), and the opposition-based sine-cosine algorithm (OB-SCA). The OB-SCA provides superior
closed-loop ZSI stability when used with WEGS. MATLAB is used for both the design and
simulation of the system. The results demonstrate that the proposed controller can precisely
regulate the AC output voltage of ZSI with WEGS.

Keywords: Opposition-based sine-cosine algorithm (OB-SCA); Proportional-integral (PI) controller; Wind energy
generation system (WEGS); Z-source inverter (ZSI).

1. Introduction

The ongoing scene faces difficulties in diminishing green-
house impacts and further developing energy effectiveness.
Renewable energy (RE) is the best elective method for deal-
ing with this issue. Thus, numerous nations have put forth
a few attempts to determine this issue [1]. They have con-
sidered a reasonable and productive arrangement, which
depends on RE sources. RE is a clean energy source that
creates power without emitting ozone-depleting substances.
Distributed electricity generation also mainly involves the
use of RE sources [2]. Currently, RE sources account for
between 15% and 20% of total global energy interest. Over
70% of the RE is being produced by wind energy [3].
Because of the rising need for electricity in modern times,
RE sources are necessary. For this reason, researchers are
working to create an affordable WEGS system with fewer
components, less complexity, and more input power con-
sumption. In addition to designing an optimal controller

for closed-loop operation, this study develops an optimized
closed-loop WEGS model that eliminates the need for an
extra boost component, making the WEGS model more
cost-effective. Reduced switching losses and high DC input
utilization are the main goals of the SV-PWM technology.
As a result, the suggested WEGS model’s overall perfor-
mance improved.
Between the wind turbine generator and load center in
WEGS, an interference power electronic converter is re-
quired. With traditional WEGS, the wind turbine is
connected to a permanent magnet synchronous generator
(PMSG), a three-phase rectifier, a three-phase conventional
inverter, and transformers to boost or buck the energy level
at the load centers. It lessens the system’s overall efficiency
and adds to its weight, volume, cost, and complexity [4].
Also, there is a requirement for high-performance boost-
type inverters because RE sources have low DC voltage
output. ZSI is a single-stage power converter that is capable
of both bucking and boosting [5]. In Fig. 1, the ZSI model
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Figure 1. Open-loop ZSI model with DC input voltage and RL-load.

is displayed, whose input supply is rectifier DC voltage
(VR) with an L-C filter (LR-CR). In the ZSI, it is possible to
turn on both switches in a phase leg at once (shoot-through
state of operation). The ZSI’s impedance network with two
inductors and two capacitor components makes a shoot-
through (ST) state conceivable for the ZSI. By eliminating
the dead time in the switching pattern, this special feature
reduces output waveform distortion and increases reliability
[6]. The ZSI may offer voltage buck and boost capabilities
in a single stage of power conversion with increased output
voltage range, improved power factor, reliability, lower cost,
and decreased line harmonics by regulating the modulation
index and ST duty ratio [4].
ZSI has a lot of advantageous features; however, its ef-
fectiveness is mostly determined by the following control
methods: feedback control and modulation strategy [7].
There are numerous works in which the issue is considered
a controlling variable. PID and PI controllers are commonly
used for regulating the capacitor voltage of ZSI’s impedance
network. Due to this, PI and PID controllers have been the
subject of extensive research [8–10]. The PI controller ap-
pears to have a straightforward operation that is easy to
comprehend. Engineers continue to favor the PI controller
for ZSI control operation as there are only two design pa-
rameters, namely Kp (proportional) and Ki (integral) [11].
Despite being an effective control method, the development
of PI’s parameters for ZSI structures is a fascinating sub-
ject (Miyani, P.B., Sant, 2022). In addition, ZSI systems’
nonlinear nature limits the direct application of this control
method [12]. However, research in the above literature does
not primarily focus on finding the optimal values for the
controller parameters. Computing the parameters for a PI
or PID controller is viewed as an optimization challenge.
By adjusting the control parameters, optimized PI control
helps ZSI to operate as efficiently as possible. This min-
imizes conversion process losses and results in improved
input power usage. In transients, the PI control optimization
helps to provide quicker and more precise reactions. The
genetic algorithm [13], particle swarm optimization (PSO)
[14], and other heuristic techniques [15] are used to deter-
mine these values. However, these optimization methods
cannot be used for non-linear ZSI control.

As closed-loop ZSI for constant voltage at the output side
needs an optimization technique for the optimal value of
proportional and integral parameters, some conventional
optimization algorithms are tested on it for the closed-loop
stable system. Although PSO has the advantage of being
simple to implement, it also has disadvantages for power
system applications such as premature convergence, diffi-
culties handling limitations, and a high computing cost [16].
Another optimization technique utilized for PI parameter
control is the sine-cosine algorithm (SCA). The sine and
cosine functions are the sources of inspiration for the SCA.
It is a metaheuristic optimization algorithm. For the search
process, exploration and exploitation can be successfully
balanced in the SCA. Fast convergence, easy implementa-
tion, and excellent accuracy are further benefits of SCA.
Thus, the SCA is a quick and effective optimization tech-
nique that may offer precise solutions to a variety of opti-
mization issues [17]. While the SCA offers several benefits,
it also has certain drawbacks in terms of finding local op-
tima that should be taken into account when choosing an
optimization method for a specific task [18, 19]. Thus, in
this article, for the optimization process, a modified version
of SCA, named OB-SCA, is used, which has all the benefits
of SCA but has a double particle value so that there is no
risk of a local optimum occurring and will reach the global
optimum value in a smaller iteration number.
As far as the author is concerned, the close-loop controlled
ZSI model with WEGS is no longer intended for constant
output voltage with varying loads using the optimal value
of controlled parameters.
This article proposes a newly developed optimization tech-
nique, OB-SCA, for the stable operation of a closed-loop
ZSI model working in WEGS. The Z-source inverter’s
closed-loop control allows for real-time feedback and ad-
justment. The system can adjust to changing operational
conditions when coupled with an optimization technique,
guaranteeing stability and best performance in dynamic
scenarios like fluctuating loads. Decisions based on load
current system states can be made in real-time using the
closed-loop system and an optimization technique. Thus,
this paper’s most important contributions are summarized
below:
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1- A WEGS model is simulated with a specific wind turbine,
PMSG, and ZSI parameters.
2- A transfer function for ZSI’s capacitor voltage and ST
duty cycle is developed for the ZSI closed-loop operation
by state-space analysis of the ZSI model.
3- A ZSI’s proper modulation approach is discovered and
applied to it to reduce THD at the inverter’s AC output side.
4- A flowchart for determining the optimum controller pa-
rameters is mapped after the analysis of the OB-SCA opti-
mization technique.
5- The system’s responsiveness with the PI controller is
examined.
The following sections comprise the remaining text of this
article: section 2 presents the proposed WEGS structure.
The modulation strategy for the 3-phase switching circuit of
the ZSI is discussed in section 3. Section 4 depicts the state-
space analysis of ZSI for determining the transfer function
of ZSI’s capacitor voltage and ST duty ratio, which con-
tribute to the controller design. In section 5, the proposed
optimization technique is discussed in detail for finding the
optimal proportional and integral parameters of a PI con-
troller. In section 6, the relevant results of the proposed
WEGS system are dealt with, which is the result and discus-
sion section. The summary of this article is concluded in
section 7.

2. Proposed WEGS model
The proposed WEGS design with load-side control is shown
in Fig. 2. A wind turbine, a PMSG, a three-phase rectifier,
a rectifier L-C filter, a ZSI, an inverter L-C filter, and a
load-side control controller make up this system. In a single
stage, ZSI is used to buck or raise the voltage level. The
continuous DC voltage input to the ZSI is provided by the
rectifier output capacitor voltage. Moreover, harmonics
created in the AC output by the PWM process are reduced
using the inverter L-C filter.

3. Space vector pulse width modulation
(SVPWM)

When designing a controller, modulation techniques must
also be taken into account. If the proper modulation tech-

nique is not selected, significant voltage stress on switches
with low efficiency and high total harmonic distortion
(THD) is highly probable to occur [20]. For a three-phase
ZSI system, many PWM techniques are employed. Accord-
ing to the literature [21, 22], SV-PWM is the most suitable
modulation approach for a three-phase ZSI in terms of the
percentage of THD that occurs at the AC output side of the
system.
Fig. 3 depicts the controlled SV-PWM approach strategy
for closed-loop ZSI operation using the block diagram pro-
posed in this article.

So, the ZSI can raise the voltage to the AC output that
is needed [23]. The modulation parameters are shown in
Table 1.

4. State-space analysis of ZSI
The ZSI has the modulation index and the ST duty ratio
for controlling the inverter, unlike conventional inverters,
which only have the modulation index. Thus, the ZSI can
simultaneously regulate the capacitor voltage and output
voltage. The equivalent model of the ZSI is shown in Fig. 4.
For the equivalent circuit to be modelled, the following
assumptions are made: The two inductors’ currents and
the voltage across the capacitors are always equal since the
Z-source impedance circuit is symmetrical. On the basis of
this supposition, three state variables exist:
(i) Inductor current (iLZ) (ii) Capacitor voltage (vCZ) (iii)
Load current (iLoad) The duty ratios of S1 and S2, shown in
Fig. 5, are Dst (ST duty ratio) and M (modulation index),
respectively.

 siLZ
svCZ
siLoad

=

 0 − 1
LZ

0
1
c 0 − 1

CZ
0 2

LLoad
−RLoad

LLoad


 iLZ

vCZ
iLoad

+


V S
LZ
0

−V S
LLoad

 (1)

When in the ST state (S1 is on S2 is off), the state equation
is shown in (2). This state has a duty ratio of Dst. siLZ

svCZ
siLoad

=

 0 1
LZ

0
− 1

c 0 0
0 0 −RLoad

LLoad


 iLZ

vCZ
iLoad

 (2)

Figure 2. Proposed WEGS model with variable RL-load.
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Table 1. SV-PWM parameters

Parameters Value

Reference Wave Amplitude 1 V

Carrier Wave Frequency 1000 Hz

DC Input Voltage 120 V

Reference Voltage (2/3)×120×0.3

Switching Frequency 50 Hz

Duty Ratio for ZSI, Dst 0.3

Modulation Index, M 0.7

Boost Factor 2.5

Figure 3. SV-PWM technique for proposed system.

Figure 4. ZSI equivalent model.

Figure 5. ZSI control technique with PI controller for variable AC load.
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When in the zero state (S1 is off S2 is off), the state equation
is shown in Equation (3). This state has a duty ratio of
(1-Dst-M). siLZ

svCZ
siLoad

=

 0 − 1
LZ

0
1
c 0 0
0 0 −RLoad

LLoad


 iLZ

vCZ
iLoad

+


V S
LZ
0
0


(3)

The model of the system developed using (1).M + (2). Dst +
(3). (1-Dst-M) is shown in Equation (4). siLZ

svCZ
siLoad

=


0 2Dst−1

LZ
0

1−2Dst
C 0 − M

CZ
0 2M

LLoad
−RLoad

LLoad


 iLZ

vCZ
iLoad

+


V S
LZ

(1−Dst)

0
− V S

LLoad
M

 (4)

The state space model can be used to derive the following
equations that describe the steady state of state variables:

ILZ = 1−Dst
1−2Dst

ILoad

V CZ = 1−Dst
1−2Dst

V S

ILoad =
V CZ

RLoad

(5)

When the second order is not taken into consideration, Equa-
tion (4) can be simplified through small signal analysis
u(t) = U+ ũ(t). In order to obtain a model of the state
space, equilibrium points are used that have already been
determined (ILZ , VCZ , ILoad, Dst, M) along with the pertur-
bations of state variables (ĩLZ , ṼCZ , ĩLoad, D̃st,M̃).

s̃iLZ = 2Dst−1
LZ

Ṽ CZ +
2V CZ−V S

LZ
D̃st

s̃vCZ = 1−2Dst
CZ

ĩLZ − M
CZ

ĩLoad −
2ILZ
CZ

D̃st −
ILoad

CZ
M̃

s̃iLoad =
2M

LLoad
Ṽ CZ −

RLoad
LLoad

ĩLoad +
2vCZ−V S

LLoad
M̃

(6)

The transfer functions at any particular operating point can
be obtained by solving steady-state equations with a small
signal. Fig. 5 depicts the control blocks for a ZSI.
Hence, from the state space model, the third-order transfer
function yields the ZSI transfer function, shown in Equation
(7).

T
vCZ

Dst
(s) =

ṽcz(s)
D̃st(s)

|atṽs(s) =

(−2ILZ + ILoad)LZLLoads2 +(−2ILZ + ILoad)LZRLoad

A

(7)

where,

A = LZCZLLoadS3 +LZCZRLoadS2 +(2M2LZ +(Dst −M)2

LLoad)S+(Dst −M)2RLoad and, V 0 = 2V CZ −V S

(8)

After an adequate model of the system has been derived, it
must meet certain performance characteristics, including
reference tracking, stability, and durability against any un-
expected events. The goal of this research paper is to come
up with a PI control law for ZSI. When it comes to the ZSI,
the control variable is the ST-duty ratio (Dst).
This PI controller is what produces the switching pulses.
Fig. 6 depicts the modulation strategy for regulating the
capacitor voltage and ST duty cycle. The typical modula-
tion scheme is enhanced to acquire the transfer function of
VCZ/Dst for controller design purposes. Parameter optimiza-
tion for the controller, a critical task for ZSI applications,
is the focus of the next section, which employs OB-SCA-
based methodologies.

5. Opposition-based SCA
Using mathematical functions like sine and cosine, the Sine-
Cosine Algorithm (SCA) is an evolutionary optimization
approach that discovers the best answer to a problem.
This method was first presented in [24], and it has sub-
sequently been applied to issues like global optimization,
multi-objective optimization, and feature selection [25–27].

Figure 6. Optimization-based closed-loop control of ZSI with variable RL-load.

2345-3796[https://dx.doi.org/10.57647/j.mjee.2024.1802.31]

https://dx.doi.org/10.57647/j.mjee.2024.1802.31


6/11 MJEE18 (2024) -182431 Kumari & Mandal

SCA has a high rate of convergence and generates high-
quality solutions, making it a popular choice among opti-
mization techniques [28].
Proposed OB-SCA technique: Because the conventional
SCA position updating path has an absolute value item, it is
easy for the traditional SCA to get stuck in the early phase
of the algorithm and have trouble finding the global opti-
mum. This is especially true for highly nonlinear and very
ill-posed problems. The algorithm’s search direction cannot
be well limited by the search path. Additionally, traditional
SCA’s convergence speed will slow down as the number
of dimensions goes up. This article shows how to enhance
the performance of standard SCA by using an empirical pa-
rameter and a linear search path to make it more capable of
conducting a global search and finding a stable optimal solu-
tion. Opposition-based learning (OBL) is incorporated into
the optimization procedure of OB-SCA [29], a kind of SCA.
In an opposition-based approach, all possible solutions from
the population are compared to the optimal one found so far.
The suggested evaluation makes use of a modified version
of the sine and cosine functions, with the cosine function
modelling for the process of exploring the space of possible
solutions and the sine function modelling for the process of
extracting the maximum value from those solutions. The
following are the proposed optimization steps:
A. Initialization:
1- P-size random population (X) with a starting solution
Xk = [xk1, xk2, xk3, . . . , xkn] where kε(1,P)

2- Create X′, the opposite population using the (9)

x′ki = uk + vk − xki (9)

where i=1,2,3. . . ,n
where (uk, vk) represent the solution’s upper and lower
bounds, respectively, i.e., x ε[u,v], and xki represent the
kth point of the ith solution.
3- To create a new population, choose the best P solutions
arising from the combination of two pre-existing popula-
tions, i.e., X

⋃
X′.

B. Updated Stage:
1- The best Y solution is found from the best P solutions
generated in the initial stage.
2- The SCA [24] is used to update the solutions in popula-
tion, X, and their fitness functions are calculated. Using the
OBL [30], the opposite population, X′, is also calculated,
along with the fitness function for each x′.
3- Repeat the preceding stages until an acceptable solution
is obtained.
4- Return the optimal solution found.
Fig. 7 shows the methodology for the OB-SCA algorithm,
which is the proposed optimization method.

6. Results and discussion
Matlab/Simulink is used to run simulations of the WEGS
model in order to provide evidence of the effectiveness of
the suggested topology. Fig. 8 shows how a reference wave
pattern is generated in SV-PWM technique. In Table 2,

Figure 7. Two-stage OB-SCA optimization technique.

Figure 8. SV-PWM switching pattern.
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Table 2. Wind turbine, PMSG, and rectifier
simulation parameters.

Parameters Value

Wind Turbine

Power 8.5 kW

Base wind speed 12 m/s

Diameter 2.6 m

PMSG

Rotor Speed 2032 rpm

Electrical power extracted by PMSG 4. 3 kW

Rectifier

Rectifier Output Voltage, VS 120 V

Rectifier Filter Inductor, LR 23 mH

Rectifier Filter Capacitor, CR 180 µF

the parameters for wind turbines, PMSG, and rectifiers are
shown. The associated graph for Table 2 parameters is de-
picted in Fig. 9.
Table 3 shows the ZSI parameter for the proposed topology
implementation.
Voltage and current waveforms at the open-loop ZSI’s out-
put without a PI controller are shown in Fig. 10, and the
same graph for a closed-loop ZSI with an OB-SCA-based PI
controller is shown in Fig. 11. After 1 second of simulation
time, the RL load’s resistance and inductance are changed
from 10 ohms and 0.1 mH, respectively, to 20 ohms and

Table 3. The ZSI parameters [31]

Parameters Value

Input DC voltage, VS 120 V

Impedance network Capacitor, CZ 470 µF

Impedance network Inductor, LZ 1 mH

ZSI filter capacitor 800 µF

ZSI filter inductor 900 µH

Load resistance 10 Ω

Load inductance 0.1 mH

0.2 mH, and the resulting voltage and current are provided.
After 1 second of simulation (when the load changes), the
ZSI’s output voltage rises and the current falls as the load
increases (as shown in Fig. 10). In contrast, as shown in
Fig. 11, the ZSI’s output voltage almost remains constant
as the load causes the device’s output current to fall as the
RL load value is increased. The output waveforms illustrate
that the planned controller produces the required 210 V AC
voltage constantly for the varying AC loads.
The Fast Fourier Transform (FFT) of the output voltage
waveform in Fig. 12 demonstrates that the WEGS system’s
output waveform has a very low (0.72%) harmonic content
due to the use of the SV-PWM modulation approach. The
FFT analysis of output current is also shown in Fig. 13.
The objective function of the problem that is optimized
is an integral square error of the difference between the
impedance network capacitor voltage (VCZ) and the peak
of the three-phase output voltage of the inverter. ISE =

∫
u2

Figure 9. Waveform of electromagnetic torque of PMSG, PMSG rotor speed and rectifier output voltage after filter.

Figure 10. Uncontrolled (open-loop) ZSI output voltage and current waveform with variable RL-load.
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Figure 11. Controlled (close-loop) ZSI output voltage and current waveform with variable RL-load.

Figure 12. FFT (%THD) analysis of output voltage waveform of close-loop ZSI.

Figure 13. FFT (%THD) analysis of output current waveform of close-loop ZSI.

where u is the objective function of the problem.
Fig. 14 shows how the integral square error (ISE) of the sys-
tem objective function changes as the number of iterations
goes up. With better convergence at each iteration, the OB-
SCA proves to be the best choice among PSO, SCA, and
the OB-SCA for the suggested model. The SCA method
requires three iterations to reach convergence, but the OB-
SCA approach requires about five iterations. Though SCA
appears to converge quickly on the convergence curve, it
becomes trapped in local minima, whereas OB-SCA does
not. The maximum number of iterations is chosen randomly
to determine the convergence of the graph. If it does not

converge after that many iterations, the number of iterations
may be increased to gain better conservation observation.
For the PSO method, the number of iterations required
to reach convergence is 36. The linearization of the ZSI
system with the controller is done, and the bode diagrams
are utilised to confirm the superiority of OB-SCA further.
Fig. 15 compares the bode plots of the open-loop ZSI; PSO,
SCA, and OB-SCA-based closed-loop ZSI, and the relative
gain margin (GM) and phase margin (PM) are compared
in Table 4. By comparing the Bode diagrams of the three
algorithms, the superiority of the suggested method is fur-
ther confirmed. For the OB-SCA optimization technique,
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Table 4. The margin of stability for the closed-loop ZSI system using various techniques.

Algorithm/ System GM PM

Open-loop ZSI -23.9 -67.3

PSO 2.09 86.5

SCA 20.1 90.8

OB-SCA 35.6 90.1

Figure 14. Graph of convergence curves for different algorithms investigated for the proposed system.

Figure 15. Bode plots of the uncontrolled ZSI and the various algorithms for the system that is proposed under test.

the control parameter values are Kp = 0.1231, and Ki =
74.4717.

7. Conclusion
In this study, a grid-connected WEGS model is constructed,
which provides regulated voltage output at the load center.
When compared to techniques reported in previous studies,
the suggested optimal closed-loop control strategy for the
ZSI is more effective in boosting the economical operation
of WEGS. The voltage level between the PMSG and the
load is adjusted by employing a ZSI. A MATLAB/Simulink
model is utilized to assess the proposed concept. This work
focused on closed-loop ZSI control via capacitor voltage
control. The ZSI system’s non-linearity makes PI controller
parameter design difficult. Thus, this paper proposes the
OB-SCA optimization method. We can conclude from the-
oretical and simulational analysis that the use of a PI con-
troller makes it possible to simulate closed-loop control
of a ZSI with varying three-phase RL loads. It has been

observed that the OB-SCA-designed PI controller for ZSI
produces more satisfying outcomes than PSO and SCA-
based PI controllers. As a result, in terms of stability, the
OB-SCA optimization method will be extensively used in
WEGS and other emerging energy applications. The key
achievements of the study are:
• The Z-source inverter’s closed-loop control allows for
real-time feedback and change. The system can adjust
to changing operational conditions when coupled with an
optimization technique, guaranteeing stability and best per-
formance in dynamic scenarios like fluctuating loads.
• All potential solutions from the population are compared
to the best solution discovered thus far using OB-SCA as an
optimization technique for the closed-loop operation of ZSI.
It has been noted that, compared to PSO and SCA-based
PI controllers, the OB-SCA-designed PI controller for ZSI
yields more satisfactory results.
An approach with high computing needs might not be appro-
priate in applications where real-time processing is essential.
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This is the limitation of this study.
This article’s long-term goal is to create a WEGS model
that runs on a three-phase grid while keeping complexity
and cost to a minimum.
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