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Abstract 
Having information about Young’s modulus is extremely essential for characterization of the hydrocarbon reservoirs. This property 

can be conventionally determined by core sample data analysis in laboratory that is time-consuming, critically expensive and 

discontinuous. Therefore, many researchers have always been looking for suitable methods to estimate Young’s modulus with 

acceptable accuracy. The current research aims to create an advanced, precise model for estimating Young’s modulus by utilizing back-

propagation neural network (BPNN), support vector regression (SVR), and gene expression programming (GEP) methods based on 

the conventional well logs data. Thus, after determination of dynamic Young’s modulus, some empirical correlations are proposed for 

estimation of static Young’s modulus. The results demonstrate that the Jambunathan equation is more appropriate than other empirical 

models. Finally, artificial intelligence (AI) techniques were run, and their results indicated that all techniques (BPNN (R=0.999), SVR 

(R=0.997) and GEP (R=0.996)) deliver highly accurate values of static Young’s modulus. Comparing these results shows that the 

BPNN technique is relatively more precise than other ones. Although, in this research, the GEP technique was not more accurate than 

BPNN and SVM techniques, it provides a new nonlinear equation that can be used for estimating Young’s modulus in other similar 

fields. As a new finding, it was found that a simultaneous combination of the Jambunathan equation and BPNN technique delivers 

highly accurate results. Hence, it can be applied to slim down the cost of exploratory operations for determination of the Young’s 

modulus of limestone rocks.    

Keywords: Gene expression programming, Young’s modulus, well logs data, Back-propagation neural network, Support vector 

machine, core sample data. 

 

1. Introduction 
In earth science engineering, Young’s modulus is a 

criterion to evaluate the rock strength. Moreover, it can 

be applied for estimation of different geological and 

geomechanical characteristics of the underground 

reservoirs. Such characteristics include the in situ stress 

(Lai et al. 2022), and poroelastic properties (Knez and 

Zamani 2021). Young’s modulus is determined through 

experimental tests on the rock samples, or acoustic waves 

in the oil/gas fields. Laboratory analysis to determine 

Young’s modulus is uniaxial and triaxial compressive 

strength or pulse transmission techniques (Chang et al. 

2006; Watanabe et al. 2007; Ameen et al. 2009; Zoback 

2010) that are time-consuming, expensive, and 

discontinuous (Khaksar et al. 2009; Abdulraheem 2009; 

Elkatatny et al. 2019). By contrast, fields data for 

estimating Young’s modulus are well logs and seismic 

waves (Zoback 2010; Maleki et al. 2014a, b) which are 

inexpensive and continuous over the whole well interval 

or reservoir. Therefore, the geophysical methods provide 

the researchers with a larger amount of recorded data in 

comparison to the conventional exploration techniques 

such as vertical boreholes and shallow trenches 

(Mostafaei and Ramazi 2018). 

Generally, the dynamic Young’s modulus (Edyn) 
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achieved through estimating wave velocities lies in a 

wide range; hence the Young’s modulus extracted from 

well logs or seismic data are converted to the static 

Young’s modulus (Es) by utilizing calibration (Zoback et 

al. 2010; Resouli et al. 2001; Maleki et al. 2014a, b). To 

address this issue, several empirical equations were 

already proposed in the last decades (King 1983; Eissa 

and Kazi 1988; Bradford et al. 1998; Wang 2017; Fjar 

2008; Jambunathan 2008; Canady 2011). Usually, such 

empirical equations were provided for a specific 

formation with certain geological and tectonic 

conditions. Consequently, to apply those equations in 

similar cases all of these parameters and conditions must 

be considered. Yet, in many cases, such empirical 

equations show inaccuracy in estimation of Young’s 

modulus. Consequently, their application, in the identical 

cases, does not seem logical.  

Considering the aforesaid problems, many researchers 

have always been looking for ways that are appropriate 

to replace the empirical equations with high-accuracy 

estimation methods (Mostafaei and Ramazi 2015). One 

of those methods, that has attracted the attention of many 

researchers, is artificial intelligence (AI) tool (Elkatatny 

et al. 2019; Mahmoud et al. 2019; Gowida et al. 2019; 

Mostafaei et al. 2022). The AI techniques can predict 

different unknown variables with remarkable precision. 

For example; BPNN, ANN, SVM and, ANFIS were 
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utilized for estimating Young’s modulus using the well 

logs data. Those researches showed that the ANN 

technique is the most appropriate method for Young’s 

modulus estimation in comparison with the SVM and 

ANFIS.  More artificial intelligence techniques are boxed 

which cannot be applied to other similar cases. Therefore, 

alteration and replacement of these techniques, which are 

not efficient with other AI techniques, may mitigate the 

potential problems and shortcomings. 

In this research, the conventional well logs data relevant 

to an Iranian carbonate reservoir oil field has been used 

for Young’s modulus estimation by BPNN, SVR, and 

GEP techniques. Eventually, a new equation from the 

GEP technique has been presented that can be used to 

other wells in this field as well as in other fields in which 

the geological and conditions are similar. 

 

2. Samples and methods 
2.1. Geological and geomechanical description 

In this study, the data of an onshore oil reservoir located 

in the Khuzestan province, Abadan plain, near the Iran-

Iraq frontier was used. The Abadan plain is located within 

the Mesopotamian foredeep basin in the southwest of 

Zagros foreland. Prior to the final collision, the oceanic 

domain between the continents had been under 

convergence at least since the late Eocene time. The 

Zagros foreland basin comprises the syn- and post-

Zagros collision succession (upper Miocene to 

Holocene), which, together with the deeper units (i.e. post 

Permian succession), has been deformed by the 

subsequent folding and thrusting events. The Zagros 

foredeep basin area includes many super giant oil and gas 

fields (Fig 1). The current oil field is around 23 

kilometers in length, and 9 kilometers in width. 

Moreover, the trend of the structure is a special case to 

the belt of the foothill fold of southwestern Iran, striking 

NW-SE direction. In addition, regional disconformities 

were present at the top of Dariyan, Sarvak, Gurpi, and 

Jahrum formations which show the effect of epirogenic 

movements. Above the Tarbour Member (inside the 

Gurpi Formation), there is no structure closure, and it 

seems that this area was tilted to the NE due to Zagros 

orogeny. Since the hydrocarbon reservoir is located 

inside the Fahliyan Formation, it is one of the crucially 

important constructors which should be checked. This 

formation is superbly represented within the Zagros 

Mountains (James and Wynd, 1956; Karimiazar et al. 

2023).  Fahliyan formation was formed simultaneously to 

the intrashelf basin of the Garau formation. The prevalent 

oil field must be dependent on an articulate carbonate 

ramp intricate, somewhat governed by the regional 

tectonics state, and by the sea surface plate changes. The 

presence of limestone and shales in the deep surroundings 

indicates that this region belongs to the identical 

intrashelf basin. In the last Tithonian and the primary 

Berriasian, the sedimentation of those rocks dependents 

on the remarkable sea level rise (Sadooni, 1993; Dehghan 

and  Yazdi 2023). The little depth water sequences of 

Fahliyan formation and analogous of northern Persian 

Gulf underlay the shale and bioclastic limestone of the 

Ratawi formation. Well logs data, which have been 

chosen in the current research, is relevant to a borehole 

drilled vertically through a carbonate reservoir. The 

digitized well logs data comprises the Density log 

(RHOB), Shear wave velocity log (Vs), Caliper log 

(CAL), True formation Resistivity log (RT), 

Compressional wave velocity log (Vp), Total porosity log 

(PIGT), Poisson’s Ratio log (PR), and Gamma ray log 

(GR). The plots pertinent to these logs have been shown 

in Fig 2. Finally, the static Young’s modulus was 

determined by computing the slope of the stress-strain 

curves (Table 1).

 

 
Fig 1. The map of different oil fields in Zagros foredeep basin. 
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Fig 2. Well logs utilized for Young’s modulus estimation in this research. 

 

a  

 

 

c  

b  

 

 

d  

Fig 3. Schematics of core sample analysis by the UCS tester in laboratory and its results (two samples): (a) Specimen prior to the 

UCS test (b) Specimen after the UCS test (c) Stress and strain curve for core sample no. 2 (d) Stress-strain curve for core sample no. 
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Table 1. The different characteristics of the four core samples. 

Sample code Depth (m) UCS (MPa) Es (GPa) 

No. 1 4321 80.93 9.7 

No. 2 4328 62.19 19.08 

No. 3 4426 63.38 19.26 

No. 4 4440 79.41 19.86 

 

2. 2. Empirical equations  

S-wave and P-wave velocity logs were utilized estimate 

the dynamic Young’s modulus (Edyn). To do this, 

Equation 1 was applied (Zoback 2010; Maleki et al. 2014; 

Knez and Zamani 2021):  

22

22

2 43

SP

SP

Sdyn
VV

VV
VE




                                                (1)  

Where 
dynE  represents the dynamic Young’s modulus, 

and   indicates the bulk density (gr/cm3). Moreover, SV  

(km/s) and PV  (km/s) represents the shear wave and 

compressional wave speeds, respectively. 

In general, Edyn is always different from its real value 

denominated as Es. The Edyn is commonly 1.5-3 times 

higher than the Es (Larsen et al. 2000). To avoid this 

issue, various empirical equations were proposed by 

different geomechanics and geophysics researchers. 

Those empirical equations have been offered to specific 

reservoir formations with particular conditions. The 

reservoir rock type in the study area is limestone; hence 

the empirical equations related to the Es estimation for 

limestone formations were chosen. Some of those 

empirical equations are elaborated in the following 

section.  

2.2.1. Eissa and Kazi equation  

The Eissa and Kazi equation is one of the most applicable 

empirical equations for Es estimation in limestone 

formations (Eissa and Kazi 1988). They utilized 714 

Young’s moduli and proposed the following equation: 

0.77 0.02S dE E                                                              (2) 

 

2.2.2. Fjar et al equation  

Fjar et al, (2008) offered the following relation for 

limestone rocks as: 
20.018 0.422S d dE E E                                               (3) 

 

2.2.3. Wang equation 

Wang (2017) offered the underlying empirical equation 

for limestone rocks: 

1.153 15.197S dE E                                                          (4)   

            

2.2.4. Venkataraman Jambunathan equation 

Jumbunathan, (2008) proposed the underlying empirical 

correlation for limestone rocks:  

0.84 0.7S dE E                                                        (5) 

 

 

 

2.3. AI methods 
2.3.1. BPNN algorithm 

The ANNs mimic the biological neural units to establish 

a mathematical pattern. There are many types of ANN, 

but one of their best is the BPNN algorithm. BPNN has 

been vastly utilized by different investigators (Maleki et 

al. 2014a). There are different researches who have 

confirmed the capability of BPNN algorithm (Plett 2003; 

Maleki et al. 2014a). BPNN technique has a remarkable 

capability to solve the different engineering problems. As 

an illustration, Jin and Gupta investigated the stability of 

dynamic back propagation training approach using the 

Lyapunov technique (Jin and Gupta 1999). Such a 

network is commonly trained with both input and output 

parameters. The algorithm strives to match the output 

variables with the suitable values in the training process. 

To train the model, firstly, some random weights are 

specified. Afterwards, the output parameters are 

computed, and the corresponding error is calculated. 

Then, the operation continues until the calculated error 

reduces to its minimum value. In this way, the weights 

are updated. To stop the operation, the average error of 

epoch is commonly utilized.     

2.3.2. SVR algorithm  

SVM is also known as support vector regression (SVR). 

SVR finds an approximation function for the output 

variable (Cristianini and Shawe-Taylr 2000; Maleki et al. 

2014a). The SVR utilizes a number of training samples, 

known as support vectors, to find the approximation 

function. Moreover, this algorithm deploys a particular 

loss function, known as  -insensitive, to generate an 

accurate sparseness feature. This algorithm was 

established using the regression approach along with the 

inner product of two vectors in the Hilbert space. To 

minimize the risk, the error and complexity of the model 

are simultaneously controlled. The SVR applies this 

concept for improvement of its generalization capability 

(Martinez-Ramon and Cristodoulou 2005). On the other 

hand, the data points are always mapped into the feature 

space to increase the generalization. This task is 

performed by the kernel function (Steinwart and 

Christmann 2008; Maleki et al. 2014a).  

If an appropriate kernel function is selected, the data can 

be then separated in the feature space while the former 

input space remains non-linear. Therefore, when the 

hyper plane cannot separate the data, an accurate Kernel 

function will separate it (Scholkopf et al, 1998; Maleki et 

al, 2014a). It should be noted that the SVR is capable of 

performing any non-linear regression solution (Sanchez 

2003; Maleki et al. 2014a). 
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2.3.3. GEP algorithm  

Initially, the GEP method was developed as an applicable 

technique for making computer programs and codes 

(Ferreira 2001). These models and programs include 

complicated tree structures which learn and confirm 

through modifying the composition, scales and forms, 

exactly similar to a living organism. This algorithm is 

almost similar to the genetic programming (GP) and 

genetic algorithm (GA) methods encoded in simple linear 

chromosomes of constant length (Mithchell 1996). 

The basic discrepancy between the GAs, GP, and GEP 

approaches is stemmed from the essence of the 

individuals. Regarding the GP algorithm, the individuals 

represents non-linear beings which have diverse 

dimensions and shapes. Concerning the Gas, it can be 

stated that the individuals represents linear strings with 

constant length.  

When it comes to the individuals in a GEP algorithm, 

they represent linear strings with constant length (the 

genome or chromosomes) that are subsequently referred 

as non-linear existents with inconsistent dimensions and 

shapes. To solve a problem by GEP algorithm, like GP 

method, generally five parameters are needed. Those 

parameters include the terminal set, the function set, 

fitness function to evaluate the fitness formulas, 

controlling variables, and stop criterion (Ferreire 2001). 

In the GEP algorithm, firstly, the initial popula3tion of 

chromosomes are generated, and then, the generated 

chromosomes function as expression trees. Afterwards, 

for every individual, the fitness function is assessed, and 

the best individuals are chosen. The new individuals are 

then subjected to a similar process until the stop criterion 

is satisfied (Ferreira 2001). Figure 4 depicts the 

schematic GEP approach flowchart. 

 

 

 
 

Fig 4. GEP algorithm flowchart (Faradonbeh et al. 2016). 

 

Consequently, in general, it can be said that the GEP 

algorithm uses the linear genomes as a genetic basis, and 

operators such as mutation, crossover, recombination, 

inversion, and transposition. The genome expressed by 

chromosomes and each chromosome is composed of 

genes translated to ETs for solving a complex problem. 

For detailed information about the GEP algorithm see 

Ferreira book (Ferreira 2006). 

 

3. Results and discussion  
3.1. Empirical equations  

As already mentioned, various empirical relations have 

previously correlated the Es with the Edyn. In this research, 

the Es values were estimated from Equations 2, 3, 4, and 

5, and then, they were calibrated with the Es values of 

specimens whose curves have been shown in Fig 5. 

Moreover, the empirical equation from the Es obtained 

from the core sample data (See Table 1) was used to 

estimate the Es using the Edyn (Eq. 6) which its result has 

been shown in Fig 5. Note that the Es values of the core 

specimens have been illustrated as blue solid circles in 

Fig 5.    

2.14 46.96S dE E 
                                                  (6) 

The comparison of the empirical equations results with 

the real data (Fig. 5) shows that the Jambunathan 

equation in (E V. Jambunathan) is more suitable than 

other equations to estimate the Es. The equation of this 

study (Eq. 6), that has been used to determine the Es 

values, is appropriate but it is not more accurate than 
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Jambunathan equation because the number of core 

samples data is low (four core samples). Therefore, the Es 

estimated by Jambunathan equation (Eq. 5) has been used 

in the current research. 

3.2. AI algorithms  

Before selecting the artificial intelligence techniques, the 

best well logs data must be prepared for Es estimation. To 

do this, the principal component analysis (PCA) was 

applied in the current research. The corresponding results 

have been tabulated in Table 2. 

 

 
Fig 5. The Es estimation curves (red color lines) through utilizing empirical equations (Equations 2-6) and real Young’s modulus 

data of the core specimens (blue points). 

 

 
Table 2. Correlation matrix between well logs data and static Young’s Modulus. 

 
  Es PR RHOB GR RT CAL Vp Vs PIGT 

Pearson Correlation 

Es 1.000         

PR .532 1.000        

RHOB .710 .316 1.000       

GR .460 .248 .289 1.000      

RT .244 .085 .426 -.015 1.000     

CAL .614 .431 .092 .289 .085 1.000    

Vp .963 .584 .626 .503 .140 .651 1.000   

Vs .984 .506 .592 .445 .158 .671 .955 1.000  

PIGT -.890 -.467 -.646 -.459 -.127 -.642 -.904 -.885 1.000 
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According to Table 2, it can be concluded that the PR, 

RHOB, CAL, Vp, Vs and PIGT logs data have high 

correlation coefficients with the Es. Consequently, these 

well logs data were imported as input parameters for Es 

estimation.  

3.2.1. The BPNN results  

For Es estimation, the most suitable input parameters 

were obtained from the PCA method (See section 5.2). 

The dataset consisted of six input parameters (PR, 

RHOB, CAL, Vp, Vs and PIGT logs), and the output was 

Es log obtained from the Jambunathan equation. These 

datasets were broken down into the training and testing 

categories with a ratio of 70% to 30%, respectively. Then, 

the BPNN algorithm was run in MATLAB software. The 

optimum network consisted of one input layer including 

six neurons (each of those is one well log), three layers of 

sigmoidal function including twelve neurons, and the 

output layer including only a single neuron (static 

Young’s modulus). The BPNN algorithm was run with 

these conditions in a number of 1000 epoch, and then, the 

best results for Es values in well A were calculated. Fig 6 

shows the corresponding results.  

As it can be seen, the correlation coefficient of BPNN 

algorithm (left) during the testing process found to be 

0.999; hence the BPNN algorithm is a highly reliable, 

accurate approach for Es estimation. 

 

3.2.2. The SVR results 

In this research, another code was developed in 

MATLAB multipurpose software to estimate the Es. To 

do this, the optimum Kernel function along with the 

optimal values of parameters (  ,   and C) were 

required. If the Kernel function and other parameters are 

determined correctly, the estimated value of Es is 

predicted very accurately. There are various researches 

on the best performance Kernel functions that can be used 

in SVR (Keerthi and Lin 2003; Maleki et al. 2013; Maleki 

et al. 2014a; Gholami et al. 2014). According to those 

studies, Gaussian or Radial basis function (RBF) was 

reported as a potent Kernel function with theoretical 

simplicity and computational convenience. The 

mathematical form of the Kernel function can be 

expressed as:  
2 2/2

( , )
i jx x

i jK x x e
 

                          (7) 

Where σ represents the parameter of Kernel. The 

amplitude of the Gaussian function or the generalization  

capability of the SVR algorithm is controlled by this 

parameter.  

It should be noted that as well as the appropriate kernel 

function, the kernel parameter (), capacity parameter 

(C), regularization parameter ( ) and insensitive 

parameter (ε) are needed to be optimally selected for 

SVR. In this study, the optimum , C,   and    

obtained from the trial and error test approach were as 

0.13, 900000, 0.000001 and 0.1, respectively. After 

running the SVR code with those values, the results were 

acquired (Fig 7). 

 

 

  
 

Fig 6. Correlations between the measured and estimated Es using BPNN (left), and the estimation performance of the BPNN 

algorithm (right).  

 

  
Fig 7. Correlation between the measured and estimated Es by SVR (left), and the estimation performance of SVR (right). 
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The SVR model showed a high correlation coefficient 

(R=0.997) in the testing stage. This matter has been 

depicted in Fig 7 (left). Furthermore, the estimation 

performance of the SVR model was high (Fig 7 (right)). 

Therefore, the SVR algorithm is an accurate approach to 

estimate the Es although its precision is less than BPNN 

algorithm.           

3.2.3. The GEP results  

In this research, the GEP algorithm by GeneXproTools 

5.0 software was utilized for Es estimation. The dataset 

consisted of six input parameters (PR, RHOB, CAL, VP, 

VS and PIGT well logs data), and one output parameter 

(E_V. Jambunathan). This dataset was broken down into 

the training and testing datasets with the ratio of 70% to 

30%, respectively. After applying the select function set 

(addition, subtraction, multiplication, division, power 

and square root) in GeneXproTools software, and 

performing a thousand runs for GEP algorithm, the best 

results of those runs were chosen (Fig 8) 

 

 

  
 

Fig 8. Correlation between the measured and estimated Es using GEP (left), and estimation performance of GEP (right). 

 

The GEP model delivered a high correlation coefficient 

(R=0.996) in the testing stage (Fig 8 (left)). In addition, 

the estimation performance of the GEP model (Fig 8 

(right)) is suitable although it’s not better than two other 

models (BPNN and SVR models). The fundamental 

difference between the GEP method and two other 

methods (BPNN and SVR algorithms) is that it provides 

a set of equations which can be used in similar cases for 

estimating the Es values. In the current research, three 

nonlinear equations were obtained from expressions trees 

that these equations can be used in other similar oil fields 

to predict the Es values: 

           

  
 

0.5974
0.1288

S

s

PR
E RHOB CAL CAL

V RHOB

 
            

(8) 

9.93199

9.43446
7990024547.68315

SV
RHOB RHOB

S
S

V
E

 
 
  

   
 

                             (9) 

     3.9358RHOB

S PE RHOB PIGT RHOB V PR CAL           
(10) 

 

where ES represents the static Young’s modulus (GPa),  

RHOB indicates density (gr/cm3), CAL is caliper (in), PR 

represents the Poisson’s ratio, VS indicates S-wave speed 

( /ft s ), PIGT manifests the total porosity (V/V), and 

VP shows the P-wave speed ( /ft s ).  

 

4. Discussion    
To compare the performance of the applied AI 

algorithms, their root means square error (RMSE) 

together with the correlation coefficient (R) bars chart 

have been plotted in Fig 9 

 

  
 

Fig 9. Bar-chart of the RMSE (right) and correlation coefficient (left) for estimating of Es by BPNN, SVM, and GEP methods. 
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Fig 9 shows that the best value of correlation coefficient 

(R) and also the least value of RMSE is related to the 

BPNN technique. It should be noted that two other 

techniques are suitable for Es estimation although their 

precision and performances are less than the BPNN 

technique. Consequently, the BPNN technique is 

remarkably appropriate for estimating the Es values.   

 

5. Conclusions  

In current research, the static Young's modulus, Es, was 

estimated using the conventional well log data pertinent 

to an oil field with limestone rocks in the south of Iran. 

The Es was estimated by three AI algorithms including 

BPNN, SVM, and GEP techniques from conventional 

well logs data. 

From the conducted research, it was concluded that:  

1. The BPNN, SVM, and GEP algorithms are potent tools 

for Es from conventional well log data.  

2. Correlation coefficient (R) for BPNN technique was 

equal to 0.999, and hence, it indicates that its accuracy is 

higher than other two techniques (SVM (R= 0.997) and 

GEP (R=0.996)). 

 3. The RMSE of the BPNN technique was equal to 

0.000867 that is less than the obtained values for both 

SVM (RMSE=0.34) and GEP (RMSE=0.56) techniques. 

4. The BPNN method is the most appropriate AI 

technique for Es estimation in comparison to the SVM 

and GEP methods.  

5. The GEP method offers three equations based on the 

conventional well logs (density log, caliper log, Poisson’s 

ratio log, porosity log, P- wave and S- wave velocity logs) 

for Es estimation that can be used in other similar cases.  

6. The accuracy and performance of BPNN technique is 

much better than other two techniques (See, Fig 6, Fig 7, 

and Fig 8).  

7. Empirical equations were calibrated by actual Young’s 

modulus from core sample data. Their results show that 

the Jambunathan equation is the best one to predict the Es 

through the Edyn.  

The applied AI techniques aid the rock mechanics and 

petroleum engineers for Es estimation based on the 

conventional well logs. These techniques are extremely 

inexpensive to determine the Es values throughout a 

certain reservoir that its conventional well logs are 

available. A novel discovery was that results are 

extremely accurate when the Jambunathan equation and 

BPNN approach are used simultaneously. As a result, it 

can be used to reduce the expense of exploratory 

activities for figuring out the limestone formations' 

Young's modulus. 
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